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Comparison between python frameworks

1. Introduction

Video surveillance systems are especially useful in the
identification of intruders and their subsequent location,

but that is not their only function, since as its name says Machine
its main function is to monitor. Learning Convolutional

Subsequently appeared the quadrant generators in order z\lgﬁ,%l Network Region CNN

to be able to view several cameras at once on the same Transfer Learning

monitor. The first recorders with videotape recording Blend Between
were followed by the recording ones on digital disc. At Transfer Learning

and Long Short-

the same time the cameras also evolved, leaving aside
Term Memory

the b / n and focusing on the color, significantly
improving the resolutions.

In the same way there are different types of behaviors Figure 3. Selection process for the used architecture.
Iike:[z]

InveptionV3 network model

e Verbs like "scream”

« Corporals like "Running” |Raw images

* Psychological like "Blinking" Feature extraction part

« |ntellectuals such as "Perform mathematical
operations”

This document describes the process for the
development of a system that automatically recognizes
actions such as "running" or "smoking" applied to the
use of video surveillance cameras.
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2. ObjeCtlves l Feature vectors ]<
2.1. General objective o
. . Remove clasification part
Develop a software system for the real-time analysis of _
human behavior, applying computer vision and
automatic learning for video surveillance tasks.
2.2. Specific objectives Classification part
» Design and develop an interface for the monitoring |
system and the database for positive events. Figure 4. Pre-trained InceptionV3 network model used to extract characteristics from the video’s frames, said videos are passed

1 by fi . [3
> Investigate and test the most efficient algorithms rame by irame. [3]

and techniques for the classification of videos. LSTM network model

3. Methodology
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i ' . 5. Conclusions
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Feature Vector LSTM

Testing and selection of someone
architectures and models used for action

An interface was created that complies with the minimum

recognition. desirable characteristics for the monitoring of video
Figure 5. Model of the LSTM network that will obtain the | surveillance events and videos, awaiting integration with
characteristics of the InceptionV/3 network proceeding to both the InceptionV3 feature extraction models and the

perform the classification. [3] LSTM network responsible for classification.
The architecture that best adapts to the automatic action
Figure 1. Methodology for the development for the human 4 Resu Its recognltlc?n o_btalned based or? the |.nvest|gat|on, trial, and
actions recognition system ﬁrror, taking into account the limitations that each of them

as

The previous methodology has resulted in the

. . : . The steps to follow are the tests and adjustments of the
creation of the graphical interface(GUI), the video P J

Wire designe S _ _ _
models for the classification with continuous videos

Archi Mes / AR . . | |
e e database for the training ot the models of the network obtained from a camera as close as possible to the real
ot architecture obtained (inspectionV3 and LSTM) time.
selected for the video classification according to the
action taken by the people on this case Run. Acknowledgements
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Figure 2. Design of interface wires taking into account the 40

desirable characteristics of an interface.
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